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Artificial intelligence

Large language models

Can computers code?



3

About me

• CS Professor @ Hasselt University 

• Vice director of Data Science Institute 

• Vice director of the computer science program 

• Teaching programming > 20 years 

• Research:  

• Data Engineering and Data Management 

• NLP in health context
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Image: Wikipedia



6

Image: winworldpc.com
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BaMa CS Phd Professor

2001
2013

Image: ChatGPT

+ many others

20142018-2019

2022-2024

Subject Computer Science 

• Content: algorithms and programming 
• Starts: 2023-2024
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Meanwhile in 2023 …



9

Can computers code?
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Is learning coding basics  
still relevant today?
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Is there still a need for  
human programmers  

in the era of advanced AI?



Artificial  
Intelligence
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Slide by Jeff Dean (Google): Exciting Trends in Machine Learning
https://www.youtube.com/watch?v=oSCRZkSQ1CE
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Slide by Jeff Dean (Google): Exciting Trends in Machine Learning
https://www.youtube.com/watch?v=oSCRZkSQ1CE

Generative AI
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Image generation

an image of a teddy bear standing on a 
skateboard in Times Square
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Compositing

https://www.adobe.com/products/photoshop.html
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Compositing

https://www.adobe.com/products/photoshop.html
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Sora

https://openai.com/sora

Prompt: A stylish woman walks down a Tokyo 
street filled with warm glowing neon and animated 
city signage. She wears a black leather jacket, a 
long red dress, and black boots, and carries a black 
purse. She wears sunglasses and red lipstick. She 
walks confidently and casually. The street is damp 
and reflective, creating a mirror effect of the 
colorful lights. Many pedestrians walk about

https://openai.com/sora
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Text Generation
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Code generation

Image: Wikipedia
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Computers  
can understand 

natural language
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Computers  
can generate 

(natural) language
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Limitations
a teddy bear on a skateboard in Times 

Square, taking a photograph of a lion in a 
swimsuit

What I did not tell you: 
• Code does not implement mastermind 
• Code did not run



Large 
Language 

Models

Llama
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Key features 
• Brute force search 
• Evaluating positions 
• Opening and endgame DB 
• Parallel processing

Image: wikipedia

Deep Blue beats Garry Kasparov (1996-1997)

Intelligence comes from 
• computation during play 
• (tweaking) evaluation function
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Large Language Models

Slide from Andrej Karpathy: Intro to LLMs 
 (https://www.youtube.com/watch?v=zjkBMFhNj_g)

140GB ~500 lines 
of C code

Intelligence is in the values of the parameters
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Llama-2-70B: 70B parametersIntelligence is in the values of the parameters



Training them is more involved.

Think of it like compressing the internet.

6,000 GPUs for 12 days, ~$2M

~1e24 FLOPS

Chunk of the internet, 
~10TB of text

~140GB file

*numbers for Llama 2 70B
Slide from Andrej Karpathy: Intro to LLMs 
 (https://www.youtube.com/watch?v=zjkBMFhNj_g)



cat

sat

on
mat (97%)

Neural Network

Predicts the next word in the sequence.

e.g. context of 4 words predict next word

a

Slide from Andrej Karpathy: Intro to LLMs  (https://www.youtube.com/watch?v=zjkBMFhNj_g)



Next word prediction forces the neural 
network to learn a lot about the world:

Slide from Andrej Karpathy: Intro to LLMs  (https://www.youtube.com/watch?v=zjkBMFhNj_g)



The network “dreams” internet documents:

Java code dream Amazon product dream (?) Wikipedia article dream

Slide from Andrej Karpathy: Intro to LLMs  (https://www.youtube.com/watch?v=zjkBMFhNj_g)
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A trained LLM is a document completer

What is the capital of Belgium?

What is the capital of the Netherlands? 
What is the capital of Germany? 
What is the capital of France?
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Tricking the LLM
Question: What is the capital of the Netherlands? 
Answer: Amsterdam 
Question: What is the capital of Germany? 
Answer: Berlin 
Question: What is the capital of Belgium? 
Answer:

Brussels 



Training the Assistant
(Just swap the dataset, then continue training)

<USER>
Can you write a short introduction about the relevance of the 
term "monopsony" in economics? Please use examples related 
to potential monopsonies in the labour market and cite relevant 
research.

<ASSISTANT>
"Monopsony" refers to a market structure where there is only 
one buyer for a particular good or service. In economics, this 
term is particularly relevant in the labor market, where a 
monopsony employer has significant power over the wages and 
working conditions of their employees. The presence of a 
monopsony can result in lower wages and reduced employment 
opportunities for workers, as the employer has little incentive to 
increase wages or provide better working conditions…

~100K conversations

written by 
people:

Slide from Andrej Karpathy: Intro to LLMs 
 (https://www.youtube.com/watch?v=zjkBMFhNj_g)



After finetuning you have an Assistant:

<USER>
Can you help me with this code? It seems like there is a bug.
print(“hello world)

<ASSISTANT>
It looks like you forgot to close the string passed to the function 
print. You have to add a closing quote to properly terminate the 
string. Here is the corrected function:

print(“hello world”)

Let me know if I can help with anything else!

Slide from Andrej Karpathy: Intro to LLMs 
 (https://www.youtube.com/watch?v=zjkBMFhNj_g)



LLMs can be confidently wrong
• LLMs ‘dream’: answer should always be verified 

• LLMs should definitely not be trusted  

• when the answer can not be directly derived 
from the instruction, i.e, relies on “memory” of 
LLM 

• LLMs can be trusted a little more 

• when the answer is already present in the 
instruction, and just needs to be “compiled”



Do not trust Trust a bit more



Do not trust Trust a bit more



Prompt engineering?

• Relevant on a macro level: 
• Does the prompt contain all 

relevant information 
• On micro level, will become less 

and less relevant in the future: 
• Make sure to say: “Let’s think 

about this step by step.” 
• Generate “correct” code.
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AI can democratize access to technology

Interface layer 
/ compiler

… but raises the bar for professionals
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Can computers code?

Is learning coding basics  
still relevant today?

Is there still a need for  
human programmers  
in the era of advanced AI?
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Can computers code?

• LLMs can generate code similar to code 
abundantly available in the training set  
• Boilerplating on steroids 
• Interactive Stack Overflow 

• LLMs can transform an accurate 
description into actual code 

• LLMs can code most exercises in an 
introductory programming course



44

Is there still a need for human programmers?
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• Programmers are not magical elves 
who have learned a secret ritual that 
nobody else can understand 
• Programmers are so dedicated that 

they are willing to learn and use 
every tool no matter how complex 
• Todays tools are different from 

yesterday and will be different from 
tomorrow’s 
• High-end programming will not get 

democratised, it is just a bar that 
keeps on being raised 

Someone on the internet…
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Coders have 
 superpowers!

An LLM is not 
kryptonite,  
it is just an  

above average 
 magical hammer

Kris Peeters, CEO Data Minded



47

Is learning coding basics still relevant today?

• Why include basic principles of 
programming in the school curriculum? 
• Some students will need programming 

skills in higher education 
• Digital technology impacts society 
• Basics of programming provides 

insight into how digital technology 
works, their possibilities and 
dangers 
• Is relevant, even when not pursuing 

a career that requires programming
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Is learning coding basics still relevant today?
Basic coding skills are  

the gloves to wield the 
magical hammer

When you can read and adapt code, an LLM  becomes a coding partner
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We might need to rethink how we teach coding
• Incorporate AI-tools to enhance learning effectiveness: 

• provide an initial solution 

• interpret error messages 

• act as an intelligent rubber duck 

• improve code quality 

• generate tests 

• generate comments/documentation 

• explain code 

• explain concepts 

• improve code correctness (still hard for LLMs)
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• LLMs  

• do not make programmers obsolete 

• empower coders 

• Basic coding skills became even more 
important  

• CoderDojo rocks 

• Might need to rethink how we teach 
programming

Conclusions
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